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Abstract—In this paper the problem of firms’ failures will be addressed. The aim is to determine which are the trigger factors that can predict the inability of a firm to cover its obligations. Various methods are available in the literature in order to analyze this problem. The aim of this paper is to use two non parametric robust classification methods to determine the variables that can affect the probability of failure. The study will be carried out on an Italian sample of non listed small-medium firms (both failed and still on the market) randomly selected over a period of 12 years (2000-2011).
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I. INTRODUCTION

Accounting information can be used in predicting companies’ failure. Mostly, financial ratios have been used by many authors as an important tool to forecast corporate bankruptcy due to their predictive power of this phenomenon.


Generally, financial ratios play an important role in forecasting the default because these are precise indicators and are constructed from financial reporting information that firms have to file with public and tax authorities. For example, a firm’s inability to generate operational profits or earnings before interest and tax (currently and in the future) to service debt can increase the hazards of default. Analogously, insufficient resources in the long (solidity) and short (liquidity) term can also increase the hazards of default (Bhimani et al., [8]).

Beaver [6] used univariate statistics on US market data to determine the effect of financial ratios on the probability of bankruptcy. Altman [2] stated that, even if the univariate approach is important in generalizing about the performance and trends of particular measurements, the adoption of the results for assessing potential bankruptcy of firms, is questionable. The univariate nature focuses on individual signals of impending problems.

For this reason, Altman introduced multivariate analysis applying the Multiple Discriminant Analysis (MDA) to predict firms bankruptcy, but his analysis does not take into account the evolution of the financial ratio over time.

In 1980 Ohlson. [41] tried to overcome some of the limitations of MDA applying a conditional logistic regression and using information of the performance of each firm at various stages prior to bankruptcy.

It is clear that the first studies did not take into account longitudinal information and have been focused on using financial ratios at a given time prior to the occurrence of the event to determine the probability of bankruptcy.

Only in the mid 1980s, there was a shift on the use of longitudinal models and semi-parametric and non parametric approaches such as recursive partitioning algorithms (see [23],[26]), neural networks techniques (see [40],[15],[46],[48]), survival analysis ([16],[34],[17],[14],[5],[47],[38]) and classification trees [28].

Moreover, the beginning studies on bankruptcy mainly focused on large firms. In fact, before Storey [45] seminal contribution, a few studies dealt with the failure of small-medium firms ([21],[4]).

Storey (1987) identified its sample from the small firm sector, also using non financial variables but without a control group of survivors. Hall [25] studied the factors affecting small companies failure distinguishing between small firms that fail from those that survive but only considering the construction sector.

In 2005 Huarng et al. [28] applied classification trees to business failure in a study that did not produce reliable results due to a very small sample size.

Despite the increasing use of survival analysis and longitudinal statistical techniques to model financial distress, little attention has been given to the use of time varying covariates to estimate these models. Shumway [44] considered longitudinal data and a semi-parametric model to determine the probability of failure of a firm, allowing for time dependent covariates to influence the hazard function, defined as the probability of a firm to experience bankruptcy at time t given the fact that it has survived until that time. The use of time dependent covariate allows the varying financial indicator to vary their effect on the probability of bankruptcy, therefore yielding a dynamic model. More recent studies using the
In this paper we study the phenomenon from a cross-sectional point of view using a non parametric approach (classification trees) to determine the conditional probability of bankruptcy of a firm at various time prior to occurrence of the event.

The approach will be applied on original data collected over 12 years (2000-2011) for a stratified sample of non listed small – medium Italian companies. The reason for the analysis is that we want to determine which are the financial statement items that influence bankruptcy at various points in time using a robust non parametric technique which allows to mine the information on the data without requiring any prior assumption.

This paper differs from analogous papers on the topic for the following reasons. First of all, we use two very robust classification techniques technique to test if there is a real relation between data at hand and firms’ survival.

Moreover, we have used an original stratified random sample of small – medium Italian companies using business sectors as stratifying variable selecting only firms with revenues from sales from euro 2 millions to 50 millions. In the previous literature small – medium firms are not studied very often and the Italian sample is totally new.

The results concern a retrospective study since the aim of the paper is not to determine the proportion of failed firms but to determine the factors affecting the failure. Therefore 50 active firms and 50 failed firms have been selected and their financial statements have been studied during a period of 10 years.

The layout of the paper is as follows. In Section 2 the data will be described. Section 3 presents the classification methods. Section 4 presents empirical results concerning the application of the classification trees and the Discriminant Analysis. Finally in Section 5 some conclusion will be drawn.

II. THE DATA

In prior studies, default is related to the capital structure of firms: firms default on their obligations if the market value of their assets falls below a threshold determined by the respective default model. Restricted liability creates incentives for partners to default and to shift ownership to lenders and consequently ensure a minimum limit in the settlement of their equity (Duffie and Singleton, 2003).

Altman and Saunders (1998) and Allen et al. (2004) reviewed the vast literature on the influence of financial indicators on corporate distress (bankruptcy and default) in detail. These reviews identify the predominant use of discriminant analysis and logistic models in corporate distress prediction and the influence of several financial accounting ratios on corporate distress.

According to many authors (Bhimani et al., 2013; Altman and Saunders, 1998; Allen et al., 2004), the failure of a limited company is connected to two different situations strictly connected: the inability to pay financial obligations when they come due (meaning lack of liquidity, low solidity and very high debt ratios) and the inability to generate operational profits or earnings before interest and tax (meaning negative income and negative or very low profitability ratios ROE, ROI, ROS).

According to Beaver (1966) we state that ratios are not the only predictors of failure, but that also the simple financial statement data have a predictive ability concerning business failure.

For this reason, we used at the same time financial statement data and financial ratios as predictors of business bankruptcy, in particular the ones mainly focusing on financial performance, liquidity and solidity, and on economic strength including various kinds of margins and profitability and returns (Laitinen and Kankaanpaa, 1999; Neves and Vieira, 2006).

We selected financial-statement data of all the non listed companies in the sample (50 failed and 50 still active on the market) over the period 2000 – 2011. The companies were randomly chosen in the sectors of tourism, agriculture, industry, services, construction and retail according to their revenues from sales within the range 2 – 50 million euros in the first year of the analysis (2000). The companies where all active at the year 2000 and then we followed them until 2011 or until they failed. Therefore, for each company more than one financial statement is available. Due to the longitudinal feature of the data, the sample dimension will decrease from 100 companies at 2000 to a plateau of 50 companies at 2011 since we have decided to select an equal representation of failed and non-failed companies. So the aim of the study is not to determine an estimate of the fraction of failed companies in Italy during the early years of 2000 but to describe which factors can be considered as indicators of possible distress for a firm.

All the data were collected through CERVED database, assembling all economic and financial data related to Italian non listed companies.

Then, from financial statement, the most common financial ratios have been computed, for every year in the period 2000 – 2011. The most important criterion used in order to select the ratios was popularity, meaning their frequency of appearance in the literature.

In Table 1 a brief summary of the financial statement items that have been used in the analysis, together with the financial ratios, have been displayed. For each item its quantile has been reported (minimum, 1st quartile, median, 3rd quartile and maximum). From a quick glance
it is clear that there is a big variability and heterogeneity in the data. Some of the items seem to exhibit peculiar values: this is probably due to the fact that some of the items in the financial statement start to loose their informative power when the firm is very close to bankruptcy.

TABLE I. PERFORMANCE RATIO AND DATA

<table>
<thead>
<tr>
<th>Financial Statement Data</th>
<th>min</th>
<th>Q1</th>
<th>median</th>
<th>Q3</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROE</td>
<td>-71.315</td>
<td>990</td>
<td>0.001</td>
<td>0.045</td>
<td>828</td>
</tr>
<tr>
<td>ROA</td>
<td>-231.797</td>
<td>990</td>
<td>0.006</td>
<td>0.045</td>
<td>828</td>
</tr>
<tr>
<td>ROS</td>
<td>-345.454</td>
<td>990</td>
<td>0.003</td>
<td>0.045</td>
<td>828</td>
</tr>
<tr>
<td>CT</td>
<td>-512.012</td>
<td>990</td>
<td>0.034</td>
<td>0.154</td>
<td>828</td>
</tr>
<tr>
<td>StructureRatio1</td>
<td>-292.934</td>
<td>990</td>
<td>0.136</td>
<td>0.249</td>
<td>828</td>
</tr>
<tr>
<td>StructureRatio2</td>
<td>-245.344</td>
<td>990</td>
<td>0.154</td>
<td>0.249</td>
<td>828</td>
</tr>
<tr>
<td>F/E</td>
<td>-215.217</td>
<td>990</td>
<td>0.244</td>
<td>0.216</td>
<td>828</td>
</tr>
<tr>
<td>QUICK.RATIO</td>
<td>-3.920</td>
<td>990</td>
<td>0.541</td>
<td>0.4862</td>
<td>828</td>
</tr>
<tr>
<td>Financial/Debt/Working</td>
<td>0</td>
<td>0</td>
<td>0.105</td>
<td>0.0672</td>
<td>828</td>
</tr>
<tr>
<td>Capital</td>
<td>0</td>
<td>0</td>
<td>0.094</td>
<td>0.0672</td>
<td>828</td>
</tr>
<tr>
<td>Short/termBankLoan/W</td>
<td>0</td>
<td>0</td>
<td>0.064</td>
<td>0.0672</td>
<td>828</td>
</tr>
<tr>
<td>orkingCapital</td>
<td>0</td>
<td>0</td>
<td>0.064</td>
<td>0.0672</td>
<td>828</td>
</tr>
<tr>
<td>Ebitda/Sales</td>
<td>-393.738</td>
<td>990</td>
<td>0.017</td>
<td>0.045</td>
<td>828</td>
</tr>
<tr>
<td>Financial/Interest/Sales</td>
<td>-368.131</td>
<td>990</td>
<td>0.031</td>
<td>0.045</td>
<td>828</td>
</tr>
<tr>
<td>F/ESolda</td>
<td>-39.319</td>
<td>990</td>
<td>0.027</td>
<td>0.045</td>
<td>828</td>
</tr>
<tr>
<td>WorkingCapital/Cycle</td>
<td>-265.949</td>
<td>990</td>
<td>0.250</td>
<td>0.01</td>
<td>828</td>
</tr>
<tr>
<td>FixAccum</td>
<td>128.025</td>
<td>990</td>
<td>0.056</td>
<td>0.01</td>
<td>828</td>
</tr>
<tr>
<td>Receivables</td>
<td>859.417</td>
<td>990</td>
<td>0.056</td>
<td>0.01</td>
<td>828</td>
</tr>
<tr>
<td>Liquidity</td>
<td>0</td>
<td>0</td>
<td>0.056</td>
<td>0.01</td>
<td>828</td>
</tr>
<tr>
<td>Equity</td>
<td>-261.900</td>
<td>990</td>
<td>0.056</td>
<td>0.01</td>
<td>828</td>
</tr>
<tr>
<td>Long/termLiabilities</td>
<td>990.268</td>
<td>990</td>
<td>0.250</td>
<td>0.01</td>
<td>828</td>
</tr>
<tr>
<td>Financial/Debt</td>
<td>0</td>
<td>0</td>
<td>0.250</td>
<td>0.01</td>
<td>828</td>
</tr>
<tr>
<td>ShortTermDebt</td>
<td>1490.1</td>
<td>990</td>
<td>0.250</td>
<td>0.01</td>
<td>828</td>
</tr>
<tr>
<td>Bankol.com</td>
<td>0</td>
<td>0</td>
<td>0.01</td>
<td>0.01</td>
<td>828</td>
</tr>
<tr>
<td>OtherFinancialDebt</td>
<td>0</td>
<td>0</td>
<td>0.01</td>
<td>0.01</td>
<td>828</td>
</tr>
<tr>
<td>Suppliers/Payables</td>
<td>0</td>
<td>0</td>
<td>0.01</td>
<td>0.01</td>
<td>828</td>
</tr>
<tr>
<td>sales</td>
<td>252.646</td>
<td>990</td>
<td>0.250</td>
<td>0.01</td>
<td>828</td>
</tr>
<tr>
<td>Ebitda</td>
<td>-541.344</td>
<td>990</td>
<td>0.01</td>
<td>0.01</td>
<td>828</td>
</tr>
<tr>
<td>ebit</td>
<td>-602.161</td>
<td>990</td>
<td>0.01</td>
<td>0.01</td>
<td>828</td>
</tr>
<tr>
<td>Netincome</td>
<td>-1606.318</td>
<td>990</td>
<td>0.01</td>
<td>0.01</td>
<td>828</td>
</tr>
</tbody>
</table>

III. CLASSIFICATION METHODS

A. C&RTs

Classification and regression trees (C&RT) are a non-parametric method to partition the covariate space $X$ into a set of rectangles and then fit an appropriate model (usually a constant value) in each rectangle. If the response variable is continuous then a regression tree can be grown on the data, otherwise usually a classification problem is considered. In this paper only classification trees will be considered being the outcome a binary variable (failed, non-failed).

In each supervised learning algorithm a dataset of previously classified units is available. The units are usually classified by an expert or have experience and event. When the classification is carried out by an expert a subjective component could be drawn into the study since the classification supplied by the expert non necessarily is 100% correct. In this case the problem is known to be of classification with imperfect supervisor Error! Reference source not found. In our case the firms have been classified as “failed” or “in the marked” depending on weather they have declared bankruptcy or not, i.e. they have experienced the event. So we will be dealing with classification with perfect supervisor.

Given the dataset of previously classified units, the goal is to create a model that predicts the value of a target variable by learning simple decision rules inferred from the data.

Tree-based methods partition the covariate space $X$ into disjoint set of rectangular regions, and then classify the observations according to which partition element they fall in. The partitioning of $X$ is usually carried out according to an impurity measure (the Gini index) or according to the information gain (entropy) that a particular partition could achieve. The growth of a tree is a top-down recursive process, therefore, starting with a single node (root) we look for the binary partition of one of the covariates that yields the most information about the class. The same is done on the derived subsets and the process stops either when the units in a node have all the same value of the variable indicating the class or when the splitting no longer adds value to the predictions. The iterative partitioning process is called “growing a tree” or “learning”.

When dealing with more than one covariate, the one leading to the split with the lowest impurity is first selected. This process is continued until some stopping criterion is met. For example, we might stop when every partition element has less than a certain number of elements. The bottom nodes of the tree are called the leaves. Each leaf is assigned a class according to a majority rule based on the classes of the elements that belong to that leaf. This majority rule criterion is also used in classifying new objects.

Various problems are connected to classification trees:
• the problem of learning an optimal decision tree is known to be NP-complete therefore decision-tree learning algorithms are based on heuristics such as the greedy algorithm where locally-optimal decisions are made at each node. Such heuristics cannot guarantee that the results be the globally-optimal decision tree;

• classification trees algorithms can create over-complex trees. The complexity of the tree doesn’t necessarily imply a good accuracy of the tree. A too complex tree can be due to the nature of the data which represent a complex phenomenon or to the fact that maybe the data do not represent correctly the phenomenon. In both cases the algorithm will try to fit the data growing a rather large tree trying to over fit the data. A too complex tree will clearly perform well on the training data, but this not necessarily means that it will be able to correctly classify new objects of unknown class. To avoid over complex trees, pruning techniques usually based on cross validation (i.e. on their performance on new data) can be used.

Once the tree has been grown, each new unit will be classified into one of K classes according to the most frequent class in the leaf where the unit belongs to.

B. Linear Discriminant Analysis

Given an already classified dataset on which k covariates have been collected, the aim of Discriminant Analysis (DA) is to determine a decision rule based on the data at hand. Give K groups, if the conditional distribution of \( X | y = 1, \ldots, K \) is known with at most unknown parameter \( \theta \), i.e.:

\[
X | y \sim f(x, \theta) \quad y = 1, \ldots, K
\]

The a maximum a posteriori decision rule (MAP) can be formulated to assign each element to one of K classes according to the highest posterior probability that that element belongs to a certain class. Such a discriminant rule is known as Bayes classifier [36]. When the conditional distribution of X is multivariate normal with equal covariance matrices for each class, i.e.:

\[
X | y \sim MVN(\mu_y, \Sigma)
\]

then the Bayes classifier reduces to a linear discriminant rule.

The same result was suggested by Fisher [23] following a non parametric approach to the problem. Fisher’s suggestion was to try to determine the linear combination \( a'X \) of the covariates which maximizes the ratio of the between-groups sum of squares to the within-groups sum of square.

In other words Fisher discriminant analysis tries to determine the linear combination that optimizes the difference between the means of the groups normalized by the within class variability. The solution proposed by Fisher [23] was to determine the linear combination (LDA) that optimizes the difference between the means of the groups normalized by the within class variability. The solution proposed by Fisher can be easily generalized to more than two classes. It is a robust technique even if the normality hypothesis does not hold [35]. In the case of varying covariance matrices a quadratic discriminant function can be used.

The dataset on which the classification algorithm has been trained cannot be used to assess the performance of the algorithm since it will perform optimally on that dataset. The error rate obtained on the training set is called resubstitution error rate [35] and is a biased estimator of the true error rate. To obtain an unbiased estimator of the error rate of the algorithm it must be tested on an independent sample. Therefore the dataset is usually partitioned into two subsets: the training set and the verification set. The algorithm is trained on the first set and its performance is evaluated on the verification set. This is usually repeated more than once. In the k-fold cross validation approach the original dataset is partitioned into k disjoint subsets and in turns one of the k subsets is singled out, the algorithm is trained on the remaining data and tested on that subset. This is repeated k times.

IV. RESULTS

A. Training and Cross-Validation results

In Table 2 the result of the fitting of classification trees on the datasets at various years prior to failure have been reported.

The resubstitution error rate and the variables actually used in the growing of the trees have been displayed. Those variables are those that display the highest discriminatory power in the dataset.

The resubstitution error rate can be considered a goodness of fit measure for the considered tree. It is usually smaller than the true error rate for which the cross-validation error is a non biased estimator. The tree 2 years prior to failure displays the best performance with 25% error on new unknown units that must be classified. The worst performance is obtained 8 years prior to failure, where the only variable relevant to discriminate between firms is the liquidity. The cross validation error rate 8 years prior to failure is 44% on the available sample, implying that the obtained tree is not good enough to classify new firms. This can be ascribed to the fact that probably 8 years prior to failure is too early to accurately predict the outcome.
This is consistent with some studies in literature. In fact, ratios from the third through fifth year prior to failure had been shown (Beaver, 1966 [6]; Deakin, 1972 [19]) to contain information content adequate for predicting failure with greater than random accuracy, especially for the third year prior to the event.

In Table 3 the results of the cross validation for the LDA have been displayed together with the variables relevant for classification. To determine the variables to be used in the training the function stepclass() available in the package klaR has been used. This function uses 10-fold cross validation to determine the variables in a dataset that have the highest discriminatory power when used for LDA. The performance of LDA is fairly comparable to the one obtained used classification trees. Both techniques underline the importance of financial variables as predictive variables for bankruptcy.

Although LDA seems to perform better than classification trees 8 years prior to failure, it must be stressed that the sample size (17 failed and 17 still active) is too small to actually determine if the difference in performance is relevant.

It should be pointed out that the non optimal performances of the two techniques could be ascribed to a lack of predictive power of the variables available in the financial statement. The non optimal performance of LDA could be due to the fact that LDA is optimal under normality of the covariates and homoscedasticity of the covariance matrices. On the other hand, classification trees are a robust technique that does not assume any particular distribution on the data.

In fact, according to some authors (Hall, 1994 [25]; Kennedy, 1975 [29]), the financial statement data are not enough informative in terms of predicting corporates failure.

Concerning Table 2 and 3 we can highlight that liquidity, that is a financial variable, is always relevant as predictor of bankruptcy. In particular, it is the only discriminant variable in the short term, that is 2 and 3 years prior to failure, consistent with the role of financial variables in measuring short term performance. The relevance of liquidity (item also included in quick ratio) can be explained by the companies need of having financial resources in order to finance their business, because it is not always easy for them to get financial funds from the banks.

On the contrary, the economic variables like ROE and ROI are relevant in the medium - long run, that is 5 and 6 years prior to failure. This is consistent with the role of economic variables related to medium – long term performance.

In the following the results of classification trees 8, 7, 6, 5, 4, 3, 2 and 1 years prior to failure will be considered.

In all the models that have been fitted, the financial variables are the ones constantly influencing the risk of failure, providing the higher information gain as a first split in the classification tree. Liquidity and in two cases quick ratio, that includes the item liquidity, are always the first discriminant variables affecting the failure/survival of companies and representing their capability to meet the financial obligations when they come due.

In particular, liquidity is an important discriminant of firms failure 8 years prior to bankruptcy and in the shorter years standing from failure (5, 4, 3, 2 and 1 years before bankruptcy). This highlights the importance of this kind of resource for Italian small and medium-sized enterprises, in order not to be dependent on the market and in particular on the banks.

Instead, 7 and 6 years prior to bankruptcy, the discriminant variable for the failure is represented by quick ratio, which is another financial ratio representing the relation between current activities and current liabilities, meaning the capability of companies to pay

TABLE II. PERFORMANCE PARAMETER OF THE FITTED TREES AFTER PRUNING

<table>
<thead>
<tr>
<th>Years prior to failure</th>
<th>Variables used in classification</th>
<th>Resubstitution error</th>
<th>cv error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>FD/E; Liquidity; ShortTermDebt; StructureRatio1; StructureRatio2</td>
<td>0.100</td>
<td>0.390</td>
</tr>
<tr>
<td>2</td>
<td>Liquidity</td>
<td>0.240</td>
<td>0.250</td>
</tr>
<tr>
<td>3</td>
<td>Liquidity</td>
<td>0.290</td>
<td>0.390</td>
</tr>
<tr>
<td>4</td>
<td>FD/E; Liquidity; Other Financial Debts; Receivables</td>
<td>0.192</td>
<td>0.283</td>
</tr>
<tr>
<td>5</td>
<td>Liquidity; QUICK.RATIO; ROI; ROS; Sales</td>
<td>0.098</td>
<td>0.370</td>
</tr>
<tr>
<td>6</td>
<td>QUICK.RATIO; ROE</td>
<td>0.197</td>
<td>0.348</td>
</tr>
<tr>
<td>7</td>
<td>QUICK.RATIO; Receivables</td>
<td>0.152</td>
<td>0.283</td>
</tr>
<tr>
<td>8</td>
<td>Liquidity</td>
<td>0.235</td>
<td>0.441</td>
</tr>
</tbody>
</table>

TABLE III. PERFORMANCE OF LDA

<table>
<thead>
<tr>
<th>Years prior to failure</th>
<th>Variables used in classification</th>
<th>cv error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Equity</td>
<td>0.370</td>
</tr>
<tr>
<td>2</td>
<td>Equity</td>
<td>0.320</td>
</tr>
<tr>
<td>3</td>
<td>Quick.Ratio</td>
<td>0.350</td>
</tr>
<tr>
<td>4</td>
<td>STBC/WC; F/EBITDA</td>
<td>0.313</td>
</tr>
<tr>
<td>5</td>
<td>STBC/WC</td>
<td>0.293</td>
</tr>
<tr>
<td>6</td>
<td>ROS; F/EBITDA</td>
<td>0.258</td>
</tr>
<tr>
<td>7</td>
<td>FD/E; F/S</td>
<td>0.196</td>
</tr>
<tr>
<td>8</td>
<td>Liquidity</td>
<td>0.265</td>
</tr>
</tbody>
</table>
operating debts with its cash plus receivables (cash + receivables/current liabilities).

Financial ratios and liquidity in particular show the capability of a company to be autonomous in paying financial and operating obligations without needing to resort to other costly financial funds.

The existence of a high degree of liquidity is moreover a sign of companies’ health because firms with a lot of cash regularly collect trade receivables and therefore do not have problems of uncollectable. But a high degree of liquidity can also depend on a good access to credit, meaning that banks trust the companies and lend them money, meaning that they are healthy and solvent.

The significance of liquidity is consistent with the importance, for Italian small-medium companies, of having financial resources in order to finance their business, because they are not able to get financial funds on the market and some of them can have problems in getting resources from the banks.

Moreover, it is also consistent with the global financial crisis that has produced many problems for small-medium companies that are not very capitalized. They suffered from a situation of illiquidity due to the difficulties to collect receivables from customers and due to the credit crunch by the banks drastically reducing their funding due to the lack of trust.

In Figure 1 the classification tree for firms 8 years prior to failure has been displayed. In this case, liquidity is the only item discriminating between failure and survival. Namely, liquidity tends to entirely explain the phenomenon, in fact, if it is higher than 0.02619 there are 12 active over 3 failed firms. A low value of liquidity, on the other hand, is more common for failed companies (5 active over 14 failed).

In Figure 2 and 3 the classification trees for firms 7 and 6 years prior to the event have been displayed. In these situations quick ratio is the discriminant variable to classify a firm as active or failed. 7 years prior to failure, quick ratio’s values higher than 1.045 tend to explain very well the phenomenon because they are associated with 14 active firms over 1 failed firm, while values of quick ratio lower than 1.045 tend to be associated with failed companies (8 active over 22 failed). To further refine the classification 7 years prior to failure, receivables could be used for firms with low quick ratio. Receivables values lower than 0.1568 tend to be associated with active companies (6 active over 4 failed), while higher values of receivables are associated to failed companies (2 active over 18 failed). This is also consistent with the fact that if the amount of receivables is low, it means that the companies collect them regularly reducing cash problems.

Also 6 years prior to failure quick ratio is a discriminant variable well explaining the probability of bankruptcy. In this case values higher than 1.019 tend to be associated with active firms (19 active over 3 failed firms) while low values tend to be associated with failed companies (14 active over 30 failed). To further refine the classification 6 years prior to failure, Return on Equity (ROE) could be used for firms with low quick ratio. ROE values higher than 0.1267 are connected to active companies (11 over 7 failed) while ROE values lower than 0.1267 tend to be connected with failed companies (23 over 3 active). This is consistent with the fact that if the ROE is positive and high the companies are creating value for the shareholders.

In Figure 4 the classification tree for firms 5 years prior to the event has been shown. Liquidity is again the discriminant variable to classify a firm as active or failed. Very high values of liquidity tend to be associated with all active firms (21 active over 0 failed firms) while low values tend to be associated with failed firms (25 active over 46 failed). The classification can be further refined for firms with low liquidity considering quick ratio, sales, Return on Investment (ROI) and Return on Sales (ROS), ratios mainly measuring the economic performance and always showing that if they are positive and higher than certain threshold, they tend to be associated with active firms.

In Figure 5 the classification tree for firms 4 years prior to the event has been shown. Liquidity is still the discriminant variable to classify a firm as active or failed. Values of liquidity higher than 0.03992 tend to be associated with active firms (30 active over 8 failed firms) while low values tend to be associated with failed firms (20 active over 41 failed). The classification can be further refined considering financial debt/Equity (FD/E) for firms with high liquidity. In this situation, companies with low FD/E are connected to active firms (25 over 1 failed) consistent with the importance of controlling this ratio that implies companies solvency and financial independence.

On the contrary, 4 years prior to failure, the classification can be refined considering other financial debts and receivables for firms with low liquidity.

In Figure 6 and 7 the classification trees for firms 3 and 2 years prior to the event have been displayed where liquidity is the only discriminant variable to classify a firm as active or failed. In particular, values of liquidity higher than 0.04176 (7 years) and 0.02025 (6 years) tend to be associated with active firms (30 active over 9 failed firms 7 years prior to failure and 35 active over 9 failed 6 years prior to bankruptcy) while low values tend to be associated with failed firms (20 active over 41 failed and 15 active over 41 failed ones).

In Figure 8 the classification tree for firms 1 year prior to the event has been shown. Liquidity is still the
discriminant variable to classify a firm as active or failed. Values of liquidity higher than 0.07744 tend to be associated with active firms (23 active over 3 failed firms) while low values tend to be associated with failed firms (27 active over 47 failed). For companies with low liquidity, the classification can be further refined considering structure ratio 1. In this case values of this ratio higher than 0.1502 are associated with active companies (26 over 25 failed) while values lower than 0.1502 are related to failed companies (22 over 1 active). One year prior to failure the classification can be further refined for companies with good structure ratio 1 using short term debt, and then Financial Debt/Equity and structure ratio 2.

Figure 1: classification tree for 8 years prior to failure

Figure 2: classification tree for 7 years prior to failure

Figure 3: classification tree for 6 years prior to failure

Figure 4: classification tree for 5 years prior to failure

Figure 5: classification tree for 4 years prior to failure
V. CONCLUSIONS

We performed a cross-sectional analysis based on a sample of 100 Italian non-listed companies out of which 50 are bankrupted and 50 are still active on the market over the period 2000-2011. The results of the analysis clearly show that in Italy the ratios measuring the economic performance, relying on financial statement data and based on estimations, such as ROE, ROI and ROS are not sufficient to accurately predict companies failure. On the contrary, ratios measuring the financial performance are much more significant in predicting companies bankruptcy because they really measure the capability of companies to face financial obligations with autonomous financial resources, in order not to depend on the banks or on other lenders. The poor relevance of economic variables could be also explained by the fact that Italian companies tend to apply estimations to economic margins in order to minimize the net income for tax purpose. This means that the economic ratios, calculated through financial statement, do not reflect the real company’s performance, do not measure his real health and for this reason they are not good predictor of their potential failure.

On the contrary, ratios and items connected to solidity and liquidity are much more important and more accurate in predicting companies failure because they are an important indicators for small medium companies in having financial resources necessary for firms’ survival.

From the results obtained using a very robust classification method it is clear that the only information available in the financial statement is not sufficient enough to discriminate between companies that are going to fail in the immediate future. This is probably due to the fact that the financial statement reflects only a part of the firm status.
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