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Abstract 

The main objective of this study was to investigate the influence of system behavior on the success of public 

infrastructural megaprojects in Kenya. The need for this study arose from the thesis that complexity is the main cause of 

waste and failure that results in infrastructural megaprojects being delivered over budget, behind schedule, with benefit 

shortfalls, over and over again; and that system behavior is a key cause of this complexity. The study was designed as 

quantitative research, based on virtual constructionist ontology. A cross-sectional census survey of completed public 

infrastructural megaprojects was conducted using two interlinked questionnaires. Data analysis was conducted using 

both descriptive and inferential statistics. The results showed that system behavior had a significant negative influence on 

the success of public infrastructural megaprojects. System dynamics arising from the interaction of connectedness and 

dependency influenced success in such a way that the relative variability in cost and schedule performance was lower in 

cases where project components were pre-fabricated, pre-assembled and tested offsite; and projects in which materials 

were only brought on site when the site was ready to receive them recorded superior performance in both cost and 

schedule. As such, this study recommends that the design of these projects should provide for a delivery model in which 

project components are pre-fabricated, pre-assembled and tested offsite before their actual use on the project. It is also 

recommended that procurement practices for these projects be streamlined to allow for Just-In-Time (JIT) procurement  

Keywords: System behavior, megaproject, complexity, project success 

1. Introduction 

Public infrastructural megaprojects are large-scale, complex ventures that cost billions of money, take many 

years to develop and build, involving multiple public and private stakeholders, are transformational, and impact 

millions of people (Flyvbjerg, 2014). These projects are generally “greenfield” in nature as they often create 

new assets and utilize a variety of delivery models depending on their inherent complexity. These projects are 

often trait making since they are designed to change the structure of society. This is in contrast with 

smaller and more conventional projects that are trait taking since they fit into pre-existing structures 

without modification (Hirschman, l995). Brady and Davies (2014) note that megaprojects are among the most 

complex category of project.  

 In Kenya, the growth in the use of infrastructural megaprojects to deliver goods and services has been 

phenomenal over the past few years, and there appears to be no end in sight for their use. This is despite the fact 

that megaprojects are always delivered over budget, with schedule delays, with benefit shortfalls, over and over 

again (Flyvbjerg, 2014). The complexity inherent in the megaproject environment is often cited as the main 

cause of this poor performance (Cooke-Davies, Crawford & Stephens, 2011). Without a coherent research 

agenda to understand both its causes and navigation strategies, complexity continues to result in problems, 

waste and socio-economic failure (Remington & Zolin, 2011). As a step in taking this agenda forward, and 

building on the work of earlier researchers such as Maylor, Vidgen, and Carver (2008), the Project Management 

Institute (PMI) published a Practice Guide on Navigating Complexity in 2014. This Guide describes the causes 

of complexity in three categories namely; human behavior, ambiguity, and system behavior.  

 Whereas a number of studies exist that explain the relationship between human behavior and project 

success (Collyer, 2016; Olaniran, Love, Edwards, Olatunji & Mathews, 2015; Meyer, 2014; Shore, 2008; 

Flyvbjerg, Holm & Buhl, 2004; Lovallo & Kahneman, 2003; Bruzelius, Flyvbjerg & Rothengatter, 2002; 

Mackie & Preston, 1998; Kahneman & Tversky, 1979), and the relationship between ambiguity and project 

success (Brady & Davis, 2014; Hargen & Park, 2013; Liu & Leitner, 2012; Ghosh, Williams, Askew & 

Mulgund, 2012; Swartz 2008; Duimering, Ran, Derbentseva & Poile, 2006; Birkinshaw, 2004),  virtually no 

study explores the influence of system behavior on success of projects. This is despite the existence of studies 

that show that poor understanding and treatment of project complexity and systemic is the most common 

shortcoming of cost overrun research undertaken thus far (Ahiaga-Dagbui, Love, Smith & Ackermann, 2017).  

 Based on system behavior, programs and projects may be viewed as systems existing within other 

systems (PMI, 2014). The individual systems form components of the broader system, and project complexity 

occurs as a result of component connections and when there are disconnects among these components. As a 
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result of these connections and disconnects, changes at the component level may create unintended 

consequences throughout the program or project thus affecting project success. Interdependence among the 

component tasks and stakeholder relationships (Loch, De Meyer & Pich, 2006, p.52) is also a key aspect of 

systemic and a factor explaining project complexity and success. Where studies on infrastructure overrun have 

been done utilizing systems thinking, the overrun problem has been framed in a manner that ignores the 

typological context of the projects. Thus, singular and independent causes of overruns that are identified 

through techniques such as multiple regression and correlation do not reflect the becoming nature of the 

infrastructural megaproject environment. Megaprojects are implemented in an unstable and unorderly 

postmodern social world of emergence and rapid change, where the sum of the parts of a system are less than 

the whole (PMI, 2014); and project management is neither a practice nor a tool but a rallying rhetoric in the 

context of power play, domination, and control (Gauthier & Ika, 2012). Consequently, for these projects, both 

cost and schedule overruns are best understood through an understanding of the entire system (Ahiaga-Dagbui 

et al., 2017).  

 Through this quantitative research based on virtual constructionist ontology, managers, team members, 

sponsors and key stakeholders of completed public sector infrastructural megaprojects were surveyed to 

investigate the influence of system behavior on the success of public infrastructural megaprojects. System 

behavior is operationalized through its components namely; connectedness, dependency and system dynamics 

(PMI, 2014). The remainder of this article is organized as follows: the relevant theoretical and empirical 

literature are reviewed leading to the formulation of the study hypothesis and a presentation of the conceptual 

framework. The next section describes the methodology followed by the study and this is followed by a section 

on results of the study and a discussion of those results. The last section presents the conclusions and references. 

2. Theoretical and Conceptual Framework 

2.1 Theoretical Framework 

This study was operationalized through two theories namely; Complex Adaptive Systems and Project Success 

theories. Each of these theories is briefly discussed below: 

2.1.1 Complex Adaptive Systems Theory 

Complex Adaptive Systems (CAS) theory also referred to as Complexity theory, states that critically interacting 

components self-organize to form potentially evolving structures exhibiting a hierarchy of emergent system 

properties (Lucas, 2009). The rise of CAS as a school of thought is usually attributed to the mid-1980’s 

formation of the Santa Fe Institute, a New Mexico think tank formed in part by the former members of the 

nearby Los Alamos National Laboratory. The scientists here claimed that through the study of complexity 

theory, one can see both laws of chaos and that of order; through which an explanation for how any collection 

of components will organize itself can be generated (Waldrop, 1992).  

 Complexity theory is concerned with the study of how order, structure, pattern, and novelty arise from 

extremely complicated, apparently chaotic systems and conversely, how complex behavior and structure 

emerges from simple underlying rules. The theory attempts to discover how the many disparate elements of a 

system work with each other to shape the system and its outcomes, as well as how each component changes 

over time (PMI, 2014). Insights from the study of complexity in the life sciences suggest that there is a natural 

tendency for all organisms (including humankind and social organisms such as project teams) to evolve 

complex responses to challenges that they encounter in their environment. 

 Another important concept in complexity theory is that there is no master controller of any system. 

Rather, coherent system behavior is generated by the competition and cooperation between actors that is always 

present. The components of a system have different levels of the organization made up of divisions, which 

contain different departments, which in turn comprise different workers. But the important differentiation from 

this organization is that complex adaptive systems are constantly revising and rearranging their building blocks 

as they gain experience (Caldart & Joan, 2004). The CAS theory is helpful in defining the main aspects of 

system behavior namely; connectedness, dependencies, and system dynamics. Connectedness denotes a 

relationship that exists between two or more components of a project (PMI, 2014). Dependency occurs when 

work and task packages are interdependent in such a way that one work package depends on another work 
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package or one task package depends on another task package. System dynamics results from the connectedness 

and interdependence of many components that interact so as to cause change over time (PMI, 2014). 

 The CAS theory is reinforced by the Chaos theory which studies the behavior of dynamical systems that 

are highly sensitive to initial conditions. The theory is attributed to Edward Lorenz who while using a computer 

to simulate weather systems in 1960 at Massachusetts Institute of Technology, discovered one important aspect 

of how non-linearity affects the weather-the principle of sensitive dependence on initial conditions (Lorenz, 

1963). Lorenz’s discovery of how minute changes can have major and unpredictable consequences in nonlinear 

systems became known as the “butterfly effect.” According to this theory, small differences in initial conditions 

yield widely diverging outcomes for such dynamical systems, rendering long-term prediction impossible in 

general (Kellert, 1993). Thus, a small initial schedule delay in delivering one component of a megaproject can 

lead to more than the proportionate delay in the entire project.  

2.1.2 Project Success Theory 

There have been various attempts over the history of project management to define suitable criteria against 

which to anchor and measure project success (McLeod, Doolin & MacDonell, 2012). The most recognized of 

these measures is the long-established and widely used “iron triangle” of time, cost and quality (Atkinson, 1999; 

Cooke-Davies, 2002; de Wit, 1988, Ika, 2009; Jugdev, Thomas, & Delisle, 2001). However, the “iron triangle” 

dimensions are inherently limited in scope (Atkinson, 1999; Ika, 2009; Wateridge, 1998). A project that 

satisfies these criteria may still be considered a failure; conversely, a project that does not satisfy them may be 

considered successful (Baccarini, 1999; de Wit, 1988, Ika, 2009). The “iron triangle” only focuses on the 

project management process and does not incorporate the views and objectives of all stakeholders (Atkinson, 

1999; Baccarini, 1999; Bannerman, 2008; de Wit, 1988; Jugdev & Muller, 2005; Wateridge, 1998).  

 Researchers have progressively widened the scope and constituency of what is meant by project success, 

recognizing that project success is more than project management success and that it needs to be measured 

against overall objectives of the project thus reflecting a distinction between the success of a project’s process 

and that of its product (Baccarini, 1999; Markus & Mao, 2004; Wateridge, 1998). Product success involves such 

criteria as product use, client satisfaction and client benefits (McLeod et al., 2012).  

 Researchers are also increasingly advocating for project success criteria that incorporate achievement of 

a broader set of organizational objectives involving benefits to the wider stakeholder base (see Shenhar, Dvir, & 

Levy, 1997; Shenhar, Dvir, Levy & Maltz, 2001; Shenhar & Dvir, 2007; Hoegl & Gemuenden, 2001). This is 

plausible given that projects are a means of delivering the organization’s strategic objectives. Proponents of this 

school of thought advocate for inclusion of success criteria such as business and strategic benefits.  It is this 

broader context of success that appeals to infrastructural megaprojects. For these projects, success is seen from 

the point of view of its intended sublime-whether economic, political, aesthetic or technological.   

2.2 Conceptual Framework 

A literature search on the influence of system behavior on the success of infrastructural megaprojects did not 

return many results. However, there exist some studies that are useful in building up hypothesis and constructs 

for the purposes of our study. For instance, in a study titled, “Toward a Systemic View to Cost Overrun 

Causation in Infrastructure Projects,” Ahiaga-Dagbui et al. (2017) posit that a poor understanding and treatment 

of project complexity and systemic is the most common shortcoming of cost overrun research undertaken thus 

far. The study recommends understanding overruns through an understanding of the entire system in which the 

project is implemented by using techniques such as cognitive mapping, retrospective sense-making, and 

systems dynamics. 

 In a comparative study of two successful megaprojects, Brady and Davies (2014) provide a 

conceptualization of project complexity and its management following literature review. They categorize 

complexity into two, namely; structural and dynamic. Dynamic complexity relates to ambiguity while structural 

complexity involves the arrangement of components and subsystems into overall system architecture and is a 

key determinant of system behavior. In this study, Brady and Davies (2014) advise that decomposition of the 

project into more manageable components is critical in handling structural complexity arising from systems 

hierarchy and interdependence among components. 

http://en.wikipedia.org/wiki/Dynamical_system
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 Using a non-experimental, quantitative approach, O’Donnell (2010) conducted a study with the 

objective of providing insight into the relationships among project management leadership practices, project 

complexity, and measurements of project success within a variety of projects across six different organizations. 

The study found that increasing project systemicity had a strong, negative correlation to internal success but no 

relationship to external success. Thus, whereas literature points to the fact that systemic has an effect on project 

success, the direction of the effect is not apparent. For that matter, this study takes the view that depending on 

the context, system behavior can either provide an opportunity to innovate and enhance outcomes, or it can as 

well deter innovation and creativity thus affecting project delivery negatively. Therefore, this study tested a 

non-directional research hypothesis that: 
 

HA: System behavior has a significant influence on the success of public infrastructural megaprojects. 

This relationship is shown in the figure below:  

 
3. Methodology 

3.1 Research Design 

This study was operationalized through exploratory, descriptive and explanatory research goals based on 

Neuman (2003) classification of research goals. To achieve these goals, a post-positivist philosophy 

emphasizing virtual constructionist ontology (Gauthier & Ika, 2012) was assumed. The choice of this 

philosophical perspective was guided by the social world of complex megaprojects. In this social world, a 

project is a discourse of legitimation and an arena of social and power plays; serving the interests of powerful 

stakeholders. As such, mega project management is neither practice nor a tool (as is the case with projects 

implemented in the modern social world) but rallying rhetoric in a context of the power play, domination, and 

control (Gauthier & Ika, 2012).  

 This study was designed to be quantitative research combining. To generate data for this study, a cross-

sectional survey design was used. This design entails the collection of data (predominantly by questionnaire or 

structured interview) on usually quite a lot more than one case and at a single point in time in order to collect a 

body of quantitative or quantifiable data in connection with two or more variables, which are then examined to 

detect patterns of association (Bryman & Bell, 2007).  

3.2 Target Population 

This study had as its primary population public sector infrastructural megaprojects implemented by the 

government of Kenya since 2005. Given the continual reorganizations within government and the several 

projects implemented by the government, it was unlikely that project records earlier than 2005 could be traced 

with ease. Following Flyvbjerg (2014), the minimum budget for megaprojects included in this study was 

approximately Ksh. 1 billion. Managers, team members, sponsors and key stakeholders of these projects 

constituted the population of respondents from whom data was collected. The rationale for selecting 

infrastructure among other foundations of national transformation was based on its huge actual and projected 

expenditure in comparison to other sectors. Specifically, in the Government of Kenya (2013) Second Medium 

Term Plan, infrastructure was allocated over Ksh. 7.5 trillion with the second highest allocation  of Ksh. 2.5 

trillion going to the Information, Communication and Technology sector.  

3.3 Sampling Frame and Sample 
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The sampling frame of this study comprised a listing of completed public sector infrastructural megaprojects 

implemented in Kenya since 2005 with a minimum budget of approximately Ksh. 1 billion. The list of these 

projects was obtained from the Vision 2030 Secretariat and counterchecked with key informants from 

government parastatals. A total of 31 such projects was identified.  
 Given the number of completed infrastructural megaprojects for the period under study as described by 

the sample frame, a census survey was found to be appropriate. Generally, when a sample frame is known, it 

can also be construed to mean that the population is known. In this case, collecting data on each member of the 

population becomes possible.  

3.4 Instruments 

The fieldwork for this study utilized two interlinked questionnaires namely, the Complexity Assessment 

Questionnaire, (CAQ) and the Project Success Questionnaire (PSQ). The CAQ was constructed based on the 

Practice Standard for Navigating Complexity (PMI, 2014) while the PSQ was developed based on Shenhar and 

Dvir (2004) and McLeod et al. (2012). The questionnaire survey is hailed to be an efficient data collection 

mechanism when the researcher knows exactly what is required and how to measure the variables of interest 

(Neuman, 2003). Both questionnaires utilized a mixture of Likert scale, open-ended questions, checklists and 

probing questions including those soliciting for specific project metrics.               System behavior was 

measured on a scale comprising three constructs namely; connectedness, dependency and system dynamics. The 

scale comprised 14 items with 4 of these items measuring connectedness, 3 measuring dependency while 7 

items measured system dynamics. The PSQ used in this study incorporates broader project success measures 

beyond the traditional critical dimensions of the “iron triangle.” The success scale comprised 18 items blending 

open and closed-ended questions on one part and Likert-type questions on the other part. This scale measured 

success along three constructs namely; process, product, and organizational success. The first part involving 

closed and open-ended questions were meant to assess process success while the Likert type questions assessed 

product and organizational success on a scale of 1 (strongly agree), 2 (agree), 3 (Neither agree nor disagree), 4 

(disagree) and 5 (strongly disagree).  

3.5 Pilot Test and Reliability  

 The pilot test involved validating data collection instruments and testing the feasibility of the data collection 

schedule. Through this study, the reliability and dimensionality of the measurement scales were tested to ensure 

that the items in the scales actually and reliably measured the intended variables. A total of four public 

infrastructural megaprojects and 16 respondents were surveyed as part of the pilot study. This was well above 

the “10% of the sample projected for the larger parent study” rule (Connelly, 2008).  Reliability is concerned 

with the question of whether the results of a study are repeatable. It is concerned with whether or not the 

measures that are devised for concepts are consistent (Bryman & Bell, 2007). Cronbach’s (1951) coefficient 

alpha (α) is commonly used to measure the reliability of the scales for Likert-scaled sub-items (Spector, 1992). 

This is because the underlying assumption of the Likert scale is that it represents an underlying continuous 

latent scale, although the observations are ordinal (Likert, 1931), and a high score of Cronbach’s coefficient 

alpha means high reliability, stability and accuracy (Papadopoulos, Ojiako, Chipulu & Lee, 2012). If the sub-

items have high agreement and are highly correlated then α will be close to 1. Hair, Babin, Money and Samouel 

(2003) asserted that an alpha coefficient between 0.8 and 0.9 shows very good strength of association. When α 

is ≥ 0.7, the scale is generally reliable (Nunnally, 1978). Following this rule, both instruments were found to be 

reliable with the system behavior scale recording a Cronbach’s alpha of 0.784 while the overall internal 

reliability of the success scale was 0.889. 

3.6 Data Processing, Analysis and Presentation 

To aid data processing and analysis, this study utilized the Statistical Package for Social Sciences (SPSS) 

version 20, Microsoft Access 2010 and Microsoft Excel 2010. The original database was created in MS Access 

(due to its versatility) and then transferred to SPSS for ease of analysis. MS Excel was used to complement 

SPSS in navigating through data sets during analysis. The SPSS software was chosen for its analytical 

superiority, availability and ability to handle large amounts of data.  
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 Descriptive statistics for quantitative data analysis were derived using frequencies and percentages, 

measures of central tendency (mainly the mean), measures of dispersion (mainly standard deviation coefficient 

of variation, skewness, and kurtosis) and Earned Value measures (mainly Cost Performance Index, CPI and 

Schedule Performance Index, SPI). Inferential statistics were derived using regression and correlation analysis. 

The overall model for this study assumed the form of a simple linear regression model and was specified as: 

 


ii SBPS 21
;   where 

are
 the stochastic term, and β2 is the slope of the regression-change in the 

coefficient of project success as a result of a unit change in system behavior score. β1 is the intercept-the 

coefficient of project success when the system behavior score is equal to zero. The regression coefficients were 

extracted using Ordinary Least Squares (OLS) method and tested for significance at the 95 percent confidence 

level using two-tailed t-test based on the hypothesis that: 0:0 ibH ;  0: iA bH ; where ib are the values of 

individual betas in the estimated regression equation. The significance of the overall model was tested using 

multiple coefficients of determination (R
2
) and the F-test.  

4. Findings 

4.1 Connectedness 

System behavior arising from connectedness was measured using a Likert-type scale containing 4 items. Each 

of these items was scored on a scale of 1 to 3 with a score of 1 denoting low connectedness and 3 denoting high 

connectedness. This relationship was measured by checking the number of connections among stakeholders, 

subcontracts, project components, third-party relationships and layers in the organogram. The number of 

connections (C) was determined using the formula: 

 
2

1


NN
C  ; where N is the number of components, stakeholders, layers or third-party relations. The results 

showed that in 66.6% of the projects surveyed, there were more than 45 stakeholder connections. These projects 

had more than 10 stakeholders. There were over 45 subcontractor/component connections in 25.9% of the 

projects, also implying that these projects had more than 10 subcontracts/components. The results also showed 

that in 39.7% of the projects surveyed, there were more than 45 third party relation connections while there 

were more than 45 connections related to the layers in the organogram in 22.2% of the project surveyed. 

 Comparison of performance based on the number of connections was made using the CPI and SPI 

values. The results indicated that as stakeholder connections increased from 45 to above 90, cost performance 

dropped from 0.95 to 0.84 and schedule performance also dropped from 0.77 to 0.70. There was higher relative 

variability in both cost and schedule performance for the projects that had over 90 stakeholder connections. The 

results seem to indicate that as stakeholder connections increases, the level of risk in cost and schedule 

performance increases.  

 For the subcontractor component connectedness, the results indicated that as the number of connections 

increased, cost performance decreased from 0.92 (when the number of connections was below 45) to 0.82 

(when the number of connections was above 90). However, schedule performance seemed to improve from 0.71 

when the connections were below 45, to 0.76 when the number of connections is above 90. The values of 

coefficients of variation showed that cost and schedule performance risk seemed to increase as the number of 

subcontract/component connections increased.  

 On connectedness arising from third-party relationships, the results indicated that the mean cost 

performance dropped from a high of 0.9 when the connections were below 45 to a low of 0.88 when a number 

of connections were more than 90. Schedule performance results also showed a decrease (albeit slight) from 

0.74 when the number of connections was below 45 to 0.73 when the number was above 90. The relative cost 

performance risk was higher when a number of connections moved from below 45 to above 90. However, the 

results showed that the schedule performance risk decreased from a high of 0.38 when the number of 

connections was below 45 to a low of 0.28 when the number of connections was above 90. 

 The results also indicated that as the number of layers in the organogram increased, the mean cost 

performance decreased but the mean schedule performance improved. It was also shown that as the number of 
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layers in the organogram increased, the risk of delivery within budget increased but the risk of delivery within 

schedule decreased. Table 4.1 summarizes project performance based on the aspects of connectedness. 
Table 4.1: Mean Performance Based on Connectedness 

Aspect of Connectedness Descriptive 

Statistics 

No. of Connections 

Below 45 Between 45-90 Above 90 

CPI SPI CPI SPI CPI SPI 

Stakeholders Mean 0.95 0.77 0.98 0.75 0.84 0.70 

Std Dev. 0.16 0.29 0.08 0.25 0.16 0.24 

CV 0.17 0.38 0.08 0.33 0.19 0.34 

Sub-contracts or components Mean 0.92 0.71 0.91 0.82 0.82 0.76 

Std Dev. 0.15 0.26 0.10 0.24 0.24 0.30 

CV 0.16 0.36 0.12 0.29 0.29 0.40 

Third party relationships Mean 0.90 0.74 1.00 0.70 0.88 0.73 

Std Dev. 0.15 0.29 0.07 0.25 0.19 0.20 

CV 0.17 0.38 0.07 0.35 0.22 0.28 

Layers in the organogram Mean 0.92 0.71 0.93 0.90 0.84 0.76 

Std Dev. 0.15 0.26 0.18 0.14 0.20 0.25 

CV 0.16 0.37 0.19 0.16 0.24 0.32 

4.2 Dependency 

Dependency was measured using a Likert-type scale containing 3 items. Each of these items was scored on a 

scale of 1 to 3 with a score of 1 denoting low dependency and 3 denoting high dependency. The results 

indicated that of the projects surveyed, 11.1% had one critical path, 37% had up to 5 critical paths while 51.9% 

of the projects had more than 5 critical paths. In 14.8% of the projects there was one dependency relationship 

among the project components while in 29.6% of the projects, there were up to 5 dependency relationships. A 

total of 55.6% of the projects surveyed reported having more than 5 dependency relationships among the project 

components.  

 An aggregate 44.4% of the projects had one interphase between the project’s products and those of other 

projects within the organization while 37% of the projects reported having had up to 5 interphases between the 

project’s products and those of other projects within the organization. In 18.5% of the projects surveyed, there 

were more than 5 interphases between the project’s products and those of other projects within the organization.  

 Comparison of performance based on dependencies was made using the CPI and SPI values. The results 

indicated that projects that had more than one critical path recorded superior cost performance but schedule 

performance seemed to be a decreasing function of the number of critical paths in the project. However, relative 

variability in both mean cost and schedule performance seemed to decrease as the number of critical paths in 

the project increased.  

 Both mean cost and schedule performance appeared to go down as the number of dependency 

relationships among the project’s components increased from one to above 5. The relative variability in both the 

mean cost and schedule performance also appeared to decrease with the number of dependency relationships 

among the project’s components. Both the mean cost and schedule performance appeared to increase as the 

number of interphases between the project’s products and those of other projects within the organization 

increased. The relative variability in cost performance seemed to increase with the number of interphases, but 

the variability in schedule performance went down as the number of interphases increased. Table 4.2 provides a 

summary. 
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Table 4.2: Project Performance Based on Dependency 
Aspect of Dependency Descriptive 

Statistics 

No. of Dependences 

1 Up to 5 Above 5 

CPI SPI CPI SPI CPI SPI 

Critical paths in the project 

 

Mean 0.81 1.09 0.95 0.71 0.87 0.69 

Std Dev. 0.20 0.37 0.14 0.19 0.17 0.22 

CV 0.25 0.34 0.15 0.26 0.20 0.32 

Dependency relationships 

among the project’s 

components 

Mean 0.94 0.90 1.00 0.67 0.84 0.73 

Std Dev. 0.08 0.45 0.10 0.17 0.16 0.22 

CV 0.08 0.50 0.10 0.26 0.19 0.31 

Interphases between the 

project’s products and those of 

other projects within the 

organization 

Mean 0.87 0.76 0.96 0.65 0.89 0.82 

Std Dev. 0.16 0.29 0.11 0.22 0.18 0.21 

CV 0.19 0.38 0.12 0.33 0.20 0.26 

 

4.3 System Dynamics 

 System dynamics was measured using a 6-item Likert type scale with five response choices for each 

item (1=strongly agree, 2=agree, 3=somewhat agree, 4=disagree, 5=strongly disagree) where the respondent 

was required to check one response for each item in the scale. A choice of 1 and 2 implied low system dynamics 

while a choice of 4 and 5 implied presence of high system dynamics. Borderline response (3) was not 

considered in further analysis.  

 The results indicated that 51.8% of the respondents agreed that there were only a few quality 

requirements that their project needed to conform that did not contradict each other. A total of 33.3% of the 

respondents disagreed with this statement. An aggregate of 25.9% of the respondents agreed that the 

deliverable(s) of their project utilized only a few technologies (e.g., electrical, mechanical, digital) while 59.2% 

of the respondents indicated that their projects utilized many technologies.  

 Of the 27 projects surveyed, 81.5% indicated having had a high level of confidence that the 

interconnected components of the project performed in a predictable manner, with 7.4% of the projects 

disagreeing. In 66.6% of the projects, all contracts related to the project were said to have been free of any 

financial, health or safety claims filed by suppliers, team members or customers. This was not the case for 

29.6% of the projects surveyed. In 40.7% of the projects, project components were pre-fabricated, pre-

assembled and tested offsite before being used in the project, while in 55.5% of the projects all these were done 

on site. For 70.3% of the projects surveyed, materials were only brought on site when the site was ready to 

receive them. However, in 14.8% of the projects, materials were brought on site before the site was ready to 

receive them.  
 Cost and schedule performance indices were calculated to determine whether projects that had low 

system dynamics (agree/strongly agree on responses) performed differently when compared with the projects 

with high system dynamics (disagree/strongly disagree responses). The results are summarized in Table 4.3. 

These results indicated that projects in which there were  only a few quality requirements that the project 

needed to confirm that did not contradict each other, had lower mean cost (0.89) and schedule (0.75) 

performance compared to those in which there were many quality requirements (CPI=0.91 and SPI=0.77). The 

mean cost and schedule performance for the projects in which there were only a few quality requirements that 

the project needed to confirm that did not contradict each other, were riskier when compared to the performance 

of those in which there were many requirements. 

 For projects in which deliverable(s) utilized only a few technologies, the mean cost performance was 

higher and relatively stable (Mean= 1.00, CV= 0.10) compared to those in which the deliverables utilized many 

technologies (Mean= 0.84, CV= 0.19). However, the schedule performance results indicated that the mean 

performance increased with the number of technologies, though with increased risk (for mean SPI, 0.78>0.67; 

and for CV of SPI, 0.29<0.36).  
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 For projects in which there was a high level of confidence that the interconnected components 

performed in a predictable manner, mean cost performance was higher (CPI=0.92) but riskier (CV=0.16) 

compared with those that indicated to the contrary (CPI=0.86, CV=0.10). Schedule performance results for 

these projects indicate that mean performance increased with complexity and that this increased performance 

was relatively more stable (for Mean SPI, 0.85>0.76; for CV, 0.08<0.32).  

 Projects in which all contracts were free of any financial, health or safety claims filed by suppliers, team 

members or customers, recorded the same mean cost performance (but with higher risk) compared to projects 

with financial, health or safety claims. However, schedule performance for these projects decreased with 

increased claims and the overall stability of the mean schedule performance also went down.  

 Projects in which components were pre-fabricated, pre-assembled and tested offsite before being used in 

the project recorded both higher cost and schedule performance compared to those that indicated to the 

contrary. The relative variability in cost and schedule performance was lower in cases where components were 

pre-fabricated, pre-assembled and tested off-site. The results indicated that projects in which materials were 

only brought on site when the site was ready to receive them recorded superior performance in both cost and 

schedule compared to those indicating to the contrary. Even though the riskiness in cost performance was lower 

in cases where materials were only brought on site when the site was ready to receive them, schedule 

performance was riskier in these projects compared to those in which materials were brought on site earlier than 

required.  
Table 4.3: Project Performance Based on System Dynamics 

Item in the Scale Cost and Schedule Performance Based on Responses 

Agree Disagree 

CPI SPI CPI SPI 

Mean CV Mean CV Mean CV Mean CV 

There were only a few quality requirements 

that the project needed to conform that did not 

contradict each other  

0.89 0.20 0.75 0.36 0.91 0.16 0.77 0.25 

The deliverable(s) of the project utilized only 

a few technologies (e.g., electrical, 

mechanical, digital)  

1.00 0.10 0.67 0.29 0.84 0.19 0.78 0.36 

There was a high level of confidence that the 

interconnected components of the project 

performed in a predictable manner  

0.92 0.16 0.76 0.32 0.86 0.10 0.85 0.08 

All contracts related to the project were free 

of any financial, health or safety claims filed 

by suppliers, team members or customers 

0.91 0.17 0.79 0.32 0.91 0.08 0.64 0.41 

Project components were pre-fabricated, pre-

assembled and tested offsite before being used 

in the project 

0.98 0.10 0.70 0.34 0.87 0.18 0.76 0.37 

Materials were only brought on site when the 

site was ready to receive them 

0.96 0.13 0.74 0.31 0.81 0.21 0.76 0.51 

4.4 Hypothesis Testing 

To enable the use of system behavior and success scores in parametric tests (in this case, correlation and 

regression analysis), coefficients of skewness and kurtosis were determined to ensure that the data met the 

normality assumption of parametric tests. Skewness involves the symmetry of the distribution of the variable 

about its mean, whereas kurtosis involves the peakedness of probability distribution of a variable (Hassan, 

Bashir, & Abbas, 2017). The results showed that the Connectedness construct had a coefficient of skewness of 

0.09 and kurtosis of 0.75. The Dependency construct scores had a coefficient of skewness of -0.46 with kurtosis 

of -0.65 while System Dynamics scores had a skewness of 0.45 and kurtosis of 0.30. The overall system 

behavior scores had a coefficient of skewness equal to 0.43 and kurtosis of 0.27. All these coefficients were 

within the acceptable -1 to +1 range for skewness and -2.2 to +2.2 for skewness (Sposito, Hand, & Skarpness, 

1983).  Thus, the data were passed the normality test for parametric analysis.   

 Other diagnostic tests that were conducted on the data to establish their suitability for Ordinary Least 

Squares (OLS) Regression analysis were tests for serial correlation (autocorrelation), multicollinearity and 
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heteroskedasticity. The results indicated that there was no serial correlation in the data used to conduct 

regression analysis given a Durbin-Watson statistic value less than 2. Collinearity was tested using the 

Tolerance and VIF statistics. The results indicated that the VIF was equal to 1, a value much lower than 4 which 

is used as the threshold to indicate multicollinearity particularly in small samples (O’Brien, 2007). The problem 

of heteroscedasticity was checked using residual statistics plotted on a scatter diagram. The results indicated 

that almost all the residuals had a mean of 0.000 and approximately equal spread implying that the data was 

good for OLS regression analysis.               
 To test the hypothesis that system behavior has a significant influence on the success of public 

infrastructural projects, the scores of the system behavior constructs were first correlated with those of project 

success to determine if they had any association. The results showed that at 99% confidence level, both 

dependency and system dynamics had a significant negative correlation with process success (r=-0.653 and r=-

0.572, respectively). The overall system behavior had a significant negative correlation with both process 

success and overall success (r=-0.542 and r=-0.551, respectively). Both dependency and system dynamics were 

negatively correlated with overall success, and this relationship was significant (r= -0.719 and r=-0.583, 

respectively). The results also showed that system dynamics is positively correlated with dependency and 

connectedness. Table 4.4 summarizes the correlation coefficients. 
Table 4.4: Correlation between System Behavior and Success 

 
  Process 

Success 

Product 

success 

Org. 

success 

Composite 

Score 

Connected Depend. Syst. 

Dyn. 

System 

behavior 

Score 

Process success 
1 -0.074 -0.164 .589** -0.078 -.653** 

-

.572** -.542** 

Product success -0.074 1 .709** .710** -0.014 -0.349 -0.25 -0.242 

Organizational 

success -0.164 .709** 1 .630** 0.063 -0.251 -0.17 -0.152 

Composite  

success .589** .710** .630** 1 -0.034 -.719** 

-

.583** -.551** 

Connectedness -0.078 -0.014 0.063 -0.034 1 0.09 .639** .690** 

Dependency -.653** -0.349 -0.251 -.719** 0.09 1 .814** .777** 

System 

Dynamics -.572** -0.25 -0.17 -.583** .639** .814** 1 .997** 

System behavior 

Score -.542** -0.242 -0.152 -.551** .690** .777** .997** 1 

**. Correlation is significant at the 0.01 level (2-tailed). 

 

 The causal relationship between system behavior and success of megaprojects was tested using OLS 

linear regression at the 95% confidence level. The results indicated that the overall model had a 30.4% 

predictive power (R
2
=0.304), implying that system behavior explained 30.4% of the variability in the success of 

megaprojects. ANOVA results showed that the overall model was significant with F(1,25)= 10.902 and P-Value<

.  

Based on the findings, the regression equation was presented thus: 

 


iPS = iSB551.0012.6   

s( )


ib =(0.404)    (0.080) 

                                 t   (14.875)   (-3.302)           304.02 R  

Where s( )


ib
 is the standard error of the beta estimate. 

 

2
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The results showed that at 95% confidence level, the s( )


ib ˂ 














 

2

ib
 for both the intercept and the slope of the 

equation. Thus, following Koutsoyiannis (1992), the null hypothesis that 010  bb  was rejected and a 

conclusion made that the betas were significant. The results showed that the slope was significant, implying that 

a one unit increase in the system behavior score reduced project success by 0.551. Thus, the research hypothesis 

that system behavior has a significant influence on the success of public infrastructural megaprojects was 

accepted. 

4.5 Discussion 

Systemicity arising from connectedness has been shown to be associated with project outcomes, mostly failure 

to meet cost and schedule objectives. The number of stakeholder connections can be an indicator of the 

potential number of communication channels on a project, and an indicator of the complexity of 

communications (PMI, 2013), which is generally associated with negative outcomes (Remington & Zolin, 

2011). In agreement with the propositions of normative theory on the effects of complexity on project 

outcomes, this study found that projects with fewer channels of communication (given the stakeholder 

connections) had superior cost and schedule performance compared to those with many channels of 

communication.  

 The number of critical paths in a project may determine the governance structure of a project and thus 

shape its management and control needs. According to the structural contingency theory, project structure could 

affect its outcomes in such a way that properly designed structure to deliver complexity that arises due to the 

number of critical paths may lead to better project outcomes. The findings of this study support this view given 

that the coefficients of variation for both cost and schedule performance went down as the number of critical 

paths increased. However, this finding does not support the postulation of normative literature that the 

percentage of work packages that have no float or have multiple or parallel critical paths are especially sensitive 

to failure (PMI, 2014).  

 Dependency determination enables the team to identify threats to the project plan so that ways of dealing 

with those threats can be designed into the project during planning. Being either systems or system of systems, 

the projects surveyed in this study had several components with dependencies. Some of those dependencies 

were mandatory or discretionary while others were external or internal to the project. The number of 

dependency relationships among the project’s components increases with the complexity of the projects. This 

study established that cost and schedule delivery decreased with the number of dependency relationships among 

project components. The implication of this is that increased systemic arising from the number of dependency 

relationships reduced the chances of cost and schedule delivery.  

 Interphases between the project’s products and those of other projects within the organization should be 

clearly mapped out to ensure proper prioritization and alignment of organizational as well as project resources. 

Misalignment may result in conflicting priorities and direction for the project team (PMI, 2014) which could 

impact project outcomes. This is compounded in a situation where there are many interphases. In attestation, the 

results of this study showed that both cost and schedule performance improved with an increased number of 

interphases between the project’s products and those of other projects within the organization.  

 Multiple quality requirements for the project’s products require multiple acceptance criteria and methods 

for their validation, verification, and final acceptance. Connectedness of, and interdependence among, the 

various quality requirements and acceptance criteria and methods may operate in such a way as to cause 

interactions that could affect project outcomes. As illustrated by the findings of this study, an inherent 

multiplicity of requirements actually affected the sensitivity of cost and schedule performance in such a way 

that as quality requirements increased, cost and schedule performance became more stable.  

 The number of technologies applied on a project introduces uncertainty in the achievement of project 

metrics which could signal increased complexity. Technological integration on a project requires a properly 

designed operational configuration and quality management system to enable tracking and control of changes to 
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project baselines that may accompany such integration. Without such a system, the rate of changes to the 

project could exceed the rate of progress thus pushing the project to uncontrolled changes. Indeed, as the 

findings of this study illustrated, the use of more technologies on a project was associated with increased cost 

and schedule performance risk as seen from the values of the coefficients of variation. 

 Where the interconnected components of the project do not perform in a predictable manner, the 

emerging uncertainty increases dynamic complexity which in turn could affect project outcomes (PMI, 2014). 

As illustrated by the findings of this study, unpredictability in the manner in which the interconnected 

components operate is associated with low relative variability in project cost and schedule performance. 

 A key approach to dealing with risks due to progressive elaboration is to pre-fabricate, pre-assemble, 

and pretest components before using them on the project. This approach does not only ensure that quality is 

designed into the project but also minimizes chances of rework, rejects or off-specification. As Brady and Davis 

(2014) have shown, this approach does improve cost and schedule delivery. In support of this, this study found 

that cost and schedule performance indices were more stable where project components were pre-fabricated, 

pre-assembled and tested offsite before being used in the project. Construction sites are usually constrained for 

space. Some of the materials used are high-value items that may not be stocked for long without considerable 

risk of pilferage. Yet, other items such as cement are perishable and require to be stocked just in time. The 

implication here is that the project procurement function must ensure a seamless flow of materials and other 

stock items. Just-In-Time stocking of materials ensures economical use of site space and avoids tying too much 

money into a stock that may not be currently required. As the results of this study showed, this practice was 

associated with superior and more stable cost and schedule performance. 

5. Conclusion and Recommendation 

The results of this study led to a conclusion that system behavior has a significant influence on the success of 

public infrastructural megaprojects. The overall relationship was such that, ceteris paribus, when complexity 

arising from system behavior went up by one unit, the overall project success went down by a coefficient of 

0.551. Thus, system behavior had an overall negative influence on the success of infrastructural megaprojects. 

Systemicity arising from connectedness appeared to influence success in such a way that the cost and schedule 

performance risk increased as the number of stakeholder and component connections increased. Interestingly, 

connectedness arising from third-party relationships and number of layers in the organogram increased cost 

performance risk when the number of connections increased but reduced schedule performance risk when those 

connections increased.  

Systemicity arising from dependencies influenced success in such a way that as the number of critical paths and 

dependency relationships among project components increased, cost and schedule performance risk decreased. 

However, as the dependency arising from interfaces between the project’s products and those of other projects 

within the organization increased, cost performance risk increased but schedule performance risk reduced. The 

mean cost and schedule performance for projects in which there were only a few quality requirements that the 

project needed to confirm that did not contradict each other, were riskier when compared to the performance of 

those in which there were many requirements. The relative variability in cost and schedule performance was 

lower in cases where components were pre-fabricated, pre-assembled and tested off-site. Projects in which 

materials were only brought on site when the site was ready to receive them recorded superior performance in 

both cost and schedule compared to those in which materials were stocked way before their use. 

 In light of the conclusions, this study recommends that in order to reduce the negative impact of 

systemic on public infrastructural megaproject outcomes, the design of these projects should provide for a 

delivery model in which project components are pre-fabricated, pre-assembled and tested offsite before their 

actual use on the project. This will ensure that all dynamics are arising from combination and utilization of 

various technologies, the effect of dependencies and connections, and their interrelationships, are well 

understood in such a way that only optimal solutions are deployed to the project. It is also recommended that 

procurement practices for these projects be streamlined to allow for Just-In-Time (JIT) procurement where 

materials and other procurements are brought on site only when the site is ready to receive and utilize them. 
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This could require a shift from the current preference for outcome-based contracting to behavior-based 

contracting.  
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